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The study of short-term memory has a history of focusing  
on decay and forgetting in order to account for performance 
decreases over time (Baddeley, 1992; Brown, 1958; Peterson & 
Peterson, 1959). Capacity-limited models of short-term mem-
ory continue this trend of focusing on decay and forgetting (e.g., 
Atkinson & Shiffrin, 1968; Cowan, 2001, 2005; Rensink, 2002). 
A limited-capacity short-term memory would rapidly turn over 
as other stimuli in the environment are encountered. By contrast, 
no decline in memory performance (i.e., no memory decay or 
short-term turnover) was found by Keppel and Underwood 
(1962) on the first tests of stimuli, but substantial declines 
occurred, particularly at longer delays, after only three repeti-
tions of those stimuli. The authors concluded that repeating the 
same stimuli produced proactive interference on subsequent tri-
als and thereby caused the observed decline in memory 
performance.

Proactive interference has been shown in recognition-
memory procedures using small sets of repeating stimuli with 
humans and (nonhuman) animals when stimuli to be identified 
as “different” (from the to-be-remembered stimuli) have been 
seen on the immediately preceding trial (e.g., Makovski & 
Jiang, 2008; Roberts & Grant, 1976). It is somewhat remark-
able that any stimulus-specific interference effects were dis-
cernible in these studies because the stimuli from these small 
sets had been seen hundreds of times, which likely produced 

near-saturation of proactive interference. To more thoroughly 
explore proactive interference—that is, explore proactive 
interference from stimuli further back in time than just the pre-
ceding trial—requires that the background level of proactive 
interference on baseline trials be lowered by using a large 
stimulus set and minimizing stimulus repetitions. If the back-
ground level of proactive interference is minimized, then the 
effects of controlled interference can be judged against a base-
line of no interference to reveal the extent and limits (e.g., the 
capacity) of different types of memory (e.g., short-term and 
long-term memory) with and without proactive interference, 
which will perhaps lead to improved comparisons of memory 
among species.

In same/different and serial-probe-recognition tasks, proac-
tive interference occurs when previously seen sample pictures 
are later re-presented as test pictures on trials with nonmatch-
ing sample pictures (i.e., different trials). Having seen the test 
picture previously tends to create confusion as to whether this 
picture was the sample picture in the current trial or in some 
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previous trial. In the experiment reported here, we used a large 
set of pictures (1,024 pictures of man-made objects, natural 
objects, animals, scenes, etc.) selected to be trial unique for at 
least 2 weeks of testing (except for stimuli on the proactive-
interference tests). We tested interference of memory at two 
delays by systematically placing interfering stimuli 1, 2, 4, 8, 
or 16 trials prior to interference tests in a delayed same/differ-
ent task with trial-unique baseline trials. Surprisingly, interfer-
ence was greater at the longer delay, despite the interfering 
stimuli being encountered considerably further in the past than 
at the shorter delay.

Experiment
The 4 pigeons in the current study were trained to perform a 
delayed same/different task with pairs of pictures (selected 
from the set of 1,024 pictures; for more details, see Subjects 
and Apparatus in the Supplemental Material available online; 
also see Katz & Wright, 2006, for a similar training proce-
dure). The pigeons pecked a sample picture presented in the 
upper half of a computer screen 20 times (a fixed-ratio 20, or 
FR 20, schedule), and then the screen went blank. Following a 
delay, a test picture plus a white rectangle were presented in 
the lower half of the screen (see Fig. 1). If the two pictures 
were the same, then a peck to the test picture was correct; if 
they were different, then a peck to the white rectangle was cor-
rect. All the pigeons showed accurate transfer to novel stimuli, 

demonstrating abstract-concept learning. They were then 
trained extensively, with increasing delays between the offset 
of the sample picture and the onset of the test picture, prior to 
proactive-interference testing at 1-s and 10-s delays.

Proactive-interference testing began with a block of 24 ses-
sions at the 1-s delay, followed by a block of 24 sessions at the 
10-s delay. We then repeated these tests (using different inter-
ference pictures and picture sequences) to assess reproducibil-
ity and any effects of testing order. Each daily session consisted 
of 64 trials with five interference tests (one test each at the 1-, 
2-, 4-, 8-, and 16-trial separations). Trials other than those of 
the interference tests (i.e., same and different baseline trials)
contained randomly selected (without replacement) pictures 
from the 1,024-picture set. There were overall totals of 32 
same and 32 different trials in each session. Pictures used to 
test for interference had not been presented for at least 10 ses-
sions (2 weeks) and had not been used as previous interfer-
ence-test pictures.

Results
Figure 2 shows the major results from the proactive-interfer-
ence tests. The percentage of correct responses was analyzed  
in a three-way Testing Order (first two blocks, second two 
blocks) × Delay (1 s, 10 s) × Interfering-Stimulus Separation  
(n – 1, n – 2, n – 4, n – 8, n – 16, no-PI) repeated measures analy-
sis of variance (ANOVA). For the no-PI, baseline condition, 
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Fig. 1. Example trial sequence for proactive-interference testing. In this example, an interference stimulus is presented 
as the sample on trial n – 1. This same stimulus appears again on the next trial (n) as the test stimulus. The correct 
response on trial n is a “different” response (a peck to the white rectangle). However, having seen this stimulus on the 
previous trial increases the chances of an error (making a “same” response by pecking the test picture) due to confusing 
the previous sample (on trial n – 1) with the current sample (on trial n). On each trial, pigeons were required to peck the 
sample picture 20 times (a fixed-ratio 20, or FR 20, schedule) before the delay began. The relative sizes of the pictures, 
white rectangle, and monitors in this illustration are not to scale.
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only different-trial performance was used in this and other anal-
yses because PI trials were different trials (see Statistical Analy-
ses of Baseline Performance in the Supplemental Material). 
This analysis showed significant main effects of delay, F(1, 3) = 
25.95, p < .016, ηp

2 = .896; interfering-stimulus separation, F(5, 
15) = 19.91, p < .001, ηp

2 = .869; and the Delay × Interfering-
Stimulus Separation interaction, F(5, 15) = 4.05, p < .017, ηp

2 = 
.574. There was no significant effect of testing order, F(1, 3) = 
1.1, p > .37, and there were no interactions between testing 
order and other factors, Fs < 1.02; therefore, results from the 
two tests at each delay were combined in Figure 2 (see Statisti-
cal Analyses of Baseline Performance in the Supplemental 
Material).

At the shorter delay of 1s (Fig. 2), there was a 17.1% inter-
ference effect for stimuli presented on the immediately pre-
ceding two trials (n – 1, n – 2) relative to baseline (no-PI) 
accuracy, t(3) = 4.22, p < .025. This interference effect largely 
dissipated when the interfering picture was presented 16 trials 
prior to test: Performance was 80.2% accurate with the 16-trial 
interfering-stimulus separation, compared with 84.7% in the 
no-PI (baseline) condition, t(3) = 1.99, p > .14. Trend analyses 
confirmed that accuracy significantly increased as a function 
of the number of intervening trials for both the 1-s and the 10-s 
delays, Fs(1, 3) > 14.54, ps < .04.

At the longer delay of 10 s (Fig. 2), the interference effect 
for stimuli presented on the immediately preceding trial (n – 1) 

was much greater (41.7%), t(3) = 5.4, p < .013, than at the 
shorter delay of 1 s (17.1%). As trial separation at the 10-s 
delay gradually increased from 1 to 16 trials, accuracy rose a 
substantial 30% (from 37.0% to 67.7%, respectively), t(3) = 
5.94, p < .011. Nevertheless, there was still an 11% interfer-
ence effect for stimuli presented 16 trials prior (and 16 min 
prior) to the test (see Elapsed Times in the Supplemental 
Material). It is important to note that below-chance perfor-
mance (37% in this case) is meaningful because proactive 
interference could theoretically have driven accuracy to 0%.

Discussion
Our finding of greater interference of memory at the longer 
(10-s) delay than at the shorter (1-s) delay is counterintuitive. 
Although the interfering stimuli at the 10-s delay were encoun-
tered more distantly in the past than were the interfering stim-
uli at the 1-s delay (> 200 s more distantly for n – 16; see 
Elapsed Times in the Supplemental Material), they neverthe-
less produced greater interference. Encountering stimuli more 
distantly in the past should, according to models of decay or 
limited capacity, translate to more forgetting and therefore less 
interference. But just the opposite occurred.

We used a model based on signal detection theory to explain 
why the longer (10-s) delay produced greater interference. A 
direct consequence of this model is that interference depends 
on time ratios, not absolute times. According to the model, the 
subject retrieves memory of sample pictures, including not 
only the most recent sample picture but also other recently 
viewed sample pictures. However, the subject’s memory about 
when these sample pictures were seen is “noisy,” which results 
in some probability of the subject mixing up the temporal 
order of the current and a past sample picture. When a sample 
picture from a previous trial is identified as a match to the cur-
rent test picture, the subject may erroneously make a “same” 
response.

The internal representation of elapsed time is assumed to 
follow the well-known Weber-Fechner law, or log scale of 
time (Buhusi & Meck, 2005; Gibbon, 1977), and to vary from 
trial to trial, as shown in Figure 3a. The subject makes its deci-
sion on a given trial according to a likelihood ratio determined 
on the basis of noisy evidence and a criterion for responding 
“same” or “different.” Therefore, the model accounts for 
response biases (“same” or “different” biases); in addition, it 
incorporates a measure of random guessing, because pigeons’ 
performance (like that of other nonhuman animals) is seldom 
100% accurate. Performance is predicted to depend only on 
the ratio of the time elapsed since the offset of the current sam-
ple (i.e., delay time, denoted TC) to the time elapsed since the 
offset of the interfering sample (denoted TI; see Elapsed Times 
in the Supplemental Material). The model is expressed in the 
following equation:
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Fig. 2. Mean results of 4 pigeons on the same/different task at 1-s and 10-s 
delays between the offset of the sample stimulus and onset of the test 
stimulus. Percentage correct is shown as a function of the number of trials 
separating the interfering stimulus and the test. On the left of the x-axis,  
“n – 1” refers to the condition in which the interfering stimulus occurred on 
the immediately preceding trial. On the right of the x-axis, “no-PI” refers to 
the no-interference, or different-trial baseline, condition. Error bars represent 
standard errors of the mean.
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where PCmodel is the proportion of correct responses predicted 
by the model, erf is the error function, g is the guessing rate, b 
is the response bias, and σ is the standard deviation of the 
noise (for the derivation, see Signal Detection Theory Model 
of Proactive Interference in the Supplemental Material). The 
model was fit to the functions for both the 1-s and the 10-s 
delay, simultaneously for each subject, which provided con-
siderable constraint to each fit. The means of the individual 
fits are shown in Figure 3b (see Model Fitting in the Supple-
mental Material for individual subjects’ fits). The model pro-
vides an excellent quantitative match (R2 = .95) to the 
proactive-interference functions from both delays and also, 
importantly, to the results for the no-PI condition.

According to this model, proactive interference should be 
equally affected by viewing time, intertrial-interval time, 
response time, and reinforcement (reward or punishment) 
time. One implication of this model is that increased process-
ing of the current sample should not, in itself, combat proac-
tive interference (i.e., facilitate discrimination of old from 
new) any more than should an equivalent amount of time 
added to the intertrial interval. Another implication is that 
time-outs following incorrect responses (popular in the train-
ing of animal subjects) should hasten learning by reducing 
proactive interference, in addition to any effect of delaying the 
time to the next opportunity for reinforcement—a popular 
explanation in animal learning.

It is important to note that the data cannot be explained  
by alternative familiarity models, which assume that the subject 
simply reports whether the test stimulus was or was not  
seen before, including models based on decaying familiarity. 
According to such models, performance would depend only on 
the absolute time from the interfering stimulus, not the critical 
time ratio shown here.

Explaining memory on the basis of time ratios has a substan-
tial history in human-memory research for effects occurring 
within individual trials, including stimulus-distinctiveness 
effects (e.g., Cowan, 2001, 2005; Murdock, 1960; Nairne, 
Neath, Serra, & Byun, 1997), primacy effects (e.g., Bjork, 2001; 
Nairne et al., 1997; Neath, 1993), and recency effects (e.g., 
Glenberg, Bradley, Kraus, & Renzaglia, 1983; Howard &  
Kahana, 2002). Our results show that time ratios are crucial well 
beyond the current trial and account for effects on memory 
resulting from events that occurred as many as 16 trials prior.

Some human-memory researchers have used a time- 
distance metaphor of telephone poles appearing closer together 
as they recede into the distance to explain these effects (e.g., 
Nairne, 2002). Although this time-distance metaphor has pre-
viously been applied to events within single trials, it can also 
be applied to the proactive-interference effects observed in our 
study, which spanned several trials. The first (nearest) tele-
phone pole would be the test stimulus on the test trial, and the 
second pole would be the sample stimulus on that test trial. 
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Fig. 3. Model and data fit. In our signal detection model of proactive interference (a), the signal is given by the difference between the 
log of the retention-delay time (log TC) and the log of the time between the offset of the interfering sample presented in a previous trial 
and the onset of the test-trial picture (log TI). The observer’s internal representation of elapsed time is noisy, as indicated by the width 
of the normal distributions. The graph (b) shows the mean model fit to the data from Figure 2. The model was fit simultaneously to the 
proactive-interference functions for both delays for each individual subject. On the right of the x-axis, “no-PI” refers to the no-interference, 
or different-trial baseline, condition. The shaded areas show 1 SEM of the individual fits (see Model Fitting in the Supplemental Material).
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Consequently, the gap between these first two poles would be 
10 times greater for the 10-s delay condition than for the 1-s 
delay condition. This greater gap (i.e., the 10-s delay) would 
make the second pole (the sample on the test trial) relatively 
closer to the other poles receding into the distance, thereby 
making the current-trial sample more confusable with past 
samples and more vulnerable to proactive interference.

Although our experiment and model are based on tests of 
pigeon memory, implications of these findings may extend 
well beyond pigeons and familiarity. We argue that pigeons 
are not limited to indiscriminate familiarity because proactive 
interference dissipates after several (e.g., 16) trials and its dis-
sipation did not result from forgetting, as shown by the robust 
proactive interference at these same trial numbers at the longer 
(10-s) delay.

The proactive-interference functions observed in our 
experiment have implications for the vast majority of memory 
studies using small stimulus sets, because proactive interfer-
ence rapidly builds and saturates (e.g., Keppel & Underwood, 
1962). Studies of pigeon and monkey memory using only two 
colored stimuli (which repeat in different combinations as 
samples and distractors over many trials and sessions) have 
shown nearly complete forgetting in as short a time as 30 s 
(e.g., Overman & Doty, 1980; Roberts & Grant, 1976; see 
Wright, 2007, for review). Additional evidence from Overman 
and Doty’s (1980) study, however, showed that this apparent 
rapid forgetting was actually due to interference, not forget-
ting. In two follow-up studies, these authors showed that tests 
with larger stimulus sets (100 or more pictures) reduced repe-
tition of stimuli across trials, which in turn reduced interfer-
ence and dramatically improved memory performance (85% 
accuracy at 180-s delays and even ≥ 70% accuracy at a 24-hr 
delay). Likewise, animal list-memory studies with small stim-
ulus sets (6 pictures) showed relatively mediocre (70%) 3-item 
memory performance (Devine & Jones, 1975; Sands & Wright, 
1980), but increasing the size of the stimulus sets (to 111 pic-
tures) reduced stimulus repetition and proactive interference 
and dramatically improved memory performance (from 70% 
accuracy to 93% accuracy; Sands & Wright, 1980). These 
comparisons show that repeating stimuli from small stimulus 
sets has a powerful and detrimental effect on animal memory 
performance.

Studies of human memory, including popular change-
detection studies conducted to evaluate human memory capac-
ity (e.g., 4 ± 1 items), also typically use small stimulus 
sets—for example, six colored squares, letters, polygons, or 
shaded cubes (e.g., Alvarez & Cavanagh, 2004; Eng, Chen, & 
Jiang, 2005). However, proactive interference is only rarely 
evaluated in such studies (but see Hartshorne, 2008; Makovski 
& Jiang, 2008). Although the typical use of short retention 
delays (0.5–1.0 s) in these change-detection studies would 
tend to minimize interference, the short stimulus-presentation 
times and intertrial intervals (e.g., 0.5 s) would tend to enhance 
interference. Perhaps systematically manipulating these time 

variables and testing proactive interference in change-detection 
studies might reveal that proactive interference can affect 
visual short-term memory capacity. Any effects of long- 
term memory on capacity, including proactive interference, 
would pose challenges for fixed-capacity theories of visual 
short-term memory (cf. Brady, Konkle, & Alvarez, 2011; 
Cowan, Johnson, & Saults, 2005; Hintzman, 2011).
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